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In [1]: | import gym

if name == "'_main__
env = gym.make( CartPole-v@")

print{env.action_space) # EBEisiigs o ol S

print({env.observation_space) # EBEisimigie ool Hey state
print{env.observation_space.high) # == observation SE5EE
print{env.ocbservation_space.low) # == observation SHEEHS

« AMEREEVEENF(DAZSk@A)

AMERARESE(ENE - ERE - 2FRE - 19

[

Discrete(2)
Box(4,)

[4.2006082e+808 3.4828235e+38 4.1887983e-81 3.4828235e+38]
[-4.2860882e+88 -3.4828235e+38 -4.188796832-81 -3.4828235e+38]

action E&F
7 observation EH&NE

R E)
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Random Action

o HHE

AN
701\ H

f

IRIFUME - B ZERENERETENE - U EBHORERR/NEALEE

# f5 2080 (F episode : &(F episode FE
for i_episode in range(2@@):
observation = env.resst()
rewards = @
for t in range(258@):
env.render()

§>

R

episode £

reward
emsode =8 250 {F action

action = env.action_space.sample() # 7= environment 7
observation, reward, done, info = env.step(action)
}P #7T action - environment 3ETEF action & reward &

if done: # fF %07 done = True
print('Episode finished after {} timesteps, total rewards {}'.format(t+l, rewards))

break

env.close() # £

Episode tinished atter 13 tTimesteps, Total rewards 13.
Episode finished after 25 timesteps, total rewards 25.
Episode finished after 35 timesteps, total rewards 35.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 13 timesteps, totzal rewards 13.
Episode finished after 18 timesteps, total rewards 18.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 24 timesteps, totzl rewards 24.
Episode finished after 19 timesteps, total rewards 19.
Episode finished after 24 timesteps, total rewards 34.
Episode finished after 15 timesteps, total rewards 15.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 21 timesteps, total rewards 21.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 11 timesteps, total rewards 11.
Episode finished after 27 timesteps, totzal rewards 27.

o Agenti2BEMRIEETE - PRl
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Hand-made Policy

e & rEagentABEETXEL -
MRBFOALE (BE <0)  AVNBEEBLIHEESFE - SRI6% -

— B BRI RHEE

In [1]: import gym

#F2 policy

def choose_action(ohsenuation):
pos, v, ang, rot = observation #/\ =
return 8 if ang < @ else 1 # E=F"

action = choose_action(observation) # 753 hand-made po

observation, reward, done, info = env.step(action) #
rewards += reward

Episode finished after 41 timesteps, total rewards 41.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 2% timesteps, total rewards 39.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 53 timesteps, total rewards 53.
Episode finished after 3% timesteps, total rewards 39.
Episode finished after 26 timesteps, total rewards 26.
Episode finished after 47 timesteps, total rewards 47.
Episode finished after 34 timesteps, total rewards 34.
Episode finished after 26 timesteps, total rewards 36.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 68 timesteps, total rewards 66.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 58 timesteps, total rewards 56.
Episode finished after 51 timesteps, total rewards 51.
Episode finished after 44 timesteps, total rewards 44.
Episode finished after 48 timesteps, total rewards 48.
Episode finished after 26 timesteps, total rewards 36.

o HPEAEILERandom Actionge—LE .

B Zagentik XU BIRIBARIME S

L I s L v T v s T s s % s % T s s 4
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o AgentZEFEH—RRIRIRIZTHHPESHERIREE Q KB -

o Lle-greedy 7/ AHIRIZ O E) - (ePIEFEEILIEHQ-tabletBRIQE -

In [18]: dimport math

import gym
import numpy as np

def choose_action(state, q_table, action_space, epsilo
if np.random.random sample() < epsilon: # = ¢ —"—"Eﬂ_‘;—";;f;_'zﬁ—" action
return action space.sample()
else: # =ZF tabe i) gr‘edd1 action
w;ii:':i"._'--q EE policy B action - ##5f2&F Q table FSET state & FEFEE Q value 77 action
return np.argmax(q table[state])

¢ e-greedyE—RBERRAFZE RS FEFENGE -

=]
et

o eWVHERTETFENME - M(1 - o) ERFRIBEIRBREMHORR -
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- RFREEEE AESERS—ERBBA - FRLERERZEFRE -

def get_state(observation, n_buckets, state_bounds):
state = [8] * len{observation)
for i, s in enumerate(observation): # &F feature =7 G544
1, u = state bounds[i][@], state bounds[i][1] # &F feature EF&EEF-TIF

1fs<1#—«'~—_,.-h =)
state[i] =

elif s >= u: -‘# B AR - FESSAE
State[l] n buckets[l] -1

else: # EEF » FFEEE
state[l] int({(s - 1) / (u - 1)) * n_buckets[i])

o T suckermk OJEHNEEIE « BRE - BARRERE3Ebucket - BFBESE
Zo6fEbucket -

# Z& Q table

## Environment ©=Z5F feature &7 bucket FEEES
# 1 (EREEERT— state r HEEEE(E feature EEFEZ
n_buckets = (3, 3, 6, 3) # Observation space: [J/\ETF -/ EFET - EFEF  ELET


http://pages.cs.wisc.edu/%7Efinton/qcontroller.html
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Q-table(3/4)

Episode finished after 11 timesteps, total rewards 11.
Episode finished after 14 timesteps, total rewards 14.
Episode finished after 24 timesteps, total rewards 24.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 14 timesteps, total rewards 14.
Episode finished after 18 timesteps, total rewards 1@.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 13 timesteps, total rewards 13.
Episcde finished after 18 timesteps, total rewards 18.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 18 timesteps, total rewards 1@.
Episode finished after 18 timesteps, total rewards 1@.
Episode finished after 24 timesteps, total rewards 24.
Episode finished after 34 timesteps, total rewards 34.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 28 timesteps, total rewards 28.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 11 timesteps, total rewards 11.

o SIREBEBREIWAZKY - FrLlECart-
PolerVEE T IBE L EFERUR - BE A
ZEBIER - FILIRENE RBERERA
RAEEMITE

¢

[ s B~ R s~ I o = R = s R« s I s B o B ox s [ s B s B o s [ s s )

# EE&E Q table
== En“t“&rm&n*
## 1 (LRI

feature &5 bucket &S

4
— state : {#5F: ’f’.eatuﬂe

iy P

n_buckets = (1, 1, 6, 3) # Observation space: [

o y Episode finished after 28@ timesteps, total rewards 288.

° E=J||2¢f§ HH N a entE)i«( gl:l 1—_|-E— Episode finished after 28@ timesteps, total rewards 288.
R/ 7 g WL = Episode finished 28 timesteps, total rewards 200
Episode finished after 28@ timesteps, total rewards 200.

== EEH Episode finished after 28@ timesteps, total rewards 200.

j({t g E E/j J_j] ‘m,_r['j_xE“&j:—J-'sz/J \E Episode finished after 28@ timesteps, total rewards 2006.
Episede finished after 28@ timesteps, total rewards 280.

Episode finished after 28@ timesteps, total rewards 288.

= Episode finished after 28@ timesteps, total rewards 288.

J:E/\] *:F%? ° Episede finished after 28@ timesteps, total rewards 288.
Episode finished after 28@ timesteps, total rewards 288.

Episode finished after 28@ timesteps, total rewards 288.

] Episode finished after 28@ timesteps, total rewards 288.
- Episode finished after 28@ timesteps, total rewards 288.

Lce B v B o e B v I e B ov v B« I v B v I v R v

10
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« BEBEDPAR FHBNEL - —L28BeMlearning rateZfEE R EIIER -
NtIERIERLE - 2IHREABE KL BRI 0AER -

get ep;ilnn.= lambda i max(@. Bl min{l, 1.8 - math.logle((i+1)/25))) # epsilon-greedy
get 1r = lambda i: max(6.81, min(@.5, 1.8 - math.logl®((i+1)/25))) # Llearning rate; %
gamma = @.99 # reward discount factor

« HlambdaBEERHENEERR0.9 - ENEEF A ZMEREER

Ebisode finished after 9 timesteps, total rewards 9.8
Episode finished after 11 timesteps, total rewards 11.8
Episode finished after 8 timesteps, total rewards 3.@
Episcde finished after 9 timesteps, total rewards 9.8 ig;fﬂﬂﬁifﬁ
a X I= A
=
2

Episode finished after 9 timesteps, total rewards 9.
Episode finished after 18 timesteps, total rewards 1@.
Episode finished after 18 timesteps, total rewards 18.

== —/—'-‘-
ﬁ.
Episode finished after 34 timesteps, total rewards 34.

f2eh A
=2
= —_ N2
HEEXS - —%\EESZagent—E
Episode finished after 16 timesteps, total rewards 16.

Episode finished after 11 timesteps, total rewards 11. Egi 33 A

Episode finished after 9 timesteps, total rewards 9.8 E = Slgﬁ%uﬁ/u\mu “\I“\uu °
Episcde finished after 9 timesteps, total rewards 9.8
Episode finished after 2 timesteps, total rewards 9.8
Episode finished after 16 timesteps, total rewards 16.
Episcde finished after 13 timesteps, total rewards 13.
Episode finished after 11 timesteps, total rewards 11.
Episode finished after 18 timesteps, total rewards 18.
Episode finished after 44 timesteps, total rewards 44.
Episode finished after 28 timesteps, total rewards 28.

[===p 4=

wom o W
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« ZiINetwork : IEREEAR - SHEBEZFENIE - HEHSHENF
BRI wkE -

In [6]:  class Het{nn.Module}:
def init (self, n_states, n_actions, n_hidden):
super{Net, self). dnit ()

# B AF (state) HEEE  BEEFIESE (action)
= nn.Linear(n_states, n_hidden)
5elf out = nn.Linear(n_hidden, n_actions)

H

1
1K}
[
_H
—h
sl
=
|

def forward(self, x):
® = self.fcl(x)
¥ = F.relu(x)
actions value = self.out(x)
return actions value

12
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« E17Deep Q-Network

- IREHIZ(Target network) * {5+ #AE&(Evaluation network )

# Deep Q-Network, composed of one eval network, one target network
class DQN({object): -
def _ init_ (self, n_states, n_actions, n_hidden, batch_size, lr, epsilon, gamma, target_replace_iter, memory capacity): ° Fﬁsl;-l *%%IJ
self.eval_net, self.target_net = Net(n_states, n_actions, n_hidden), Net(n_states, n_actions, n_hidden) =g

self. memor‘y np.zeros((memory_capacity, n_states * 2 + 2)) def lear‘n{self)

memary experience Au\Z (state + next state + reward + action) 7% batch_size (& experience

self.optimizer = torch.optim.Adam(self.eval_net.parameters(), lr=1r) #torch sample index = np.random.choice(self.memory_capacity, self.batch_size)
self.loss_func = nn.MSELoss() " b_memory = self.memory[sample_index, :]

self.memory counter = 8 b _state = torch.FloatTensor(b_memory[:, :self.n_states])

self.learn_step counter = @ # ¥ target network HEEHFE b_action = torch.LongTensor(b_memory[:, self.n_states:self.n_states+1].astype(int))
- - b_reward = torch.FloatTensor(b_memory[:, self.n_states+l:self.n_states+2])
b_next_state = torch.FloatTensor(b _memory[:, -self.n_states:])

self.n_states = n_states
self.n_actions = n_actions
self.n_hidden = n_hidden
self.batch_size = batch_size

eval net # target net #£4 Q value #
q_eva self.eval_net(b_state).gather(1, b_action) #
gq_next = self.target_net(b_next_state).detach() # detach target net

self.lr = 1r i q_target = b_reward + self.gamma * g_next.max(1)[@].view(self.batch_size, 1)
self.epsilon = epsilon # experience £ F target net Q value

self.gamma = gamma loss self.loss_func(q_eval, q_target)

self.target_replace_iter = target_replace_iter

self.memory capacity = memory_ capacity # Backpropagation # 7 eval_net

self.optimizer.zero_grad()
loss.backward()
self.optimizer.step()

# &= (target_replace_iter), =
self.learn_step_counter += 1
if self.learn_step_counter ¥ self.target_replace_iter ==

self.target _net.load state_dict(self.eval_net.state dict())

o EIFEES . TFEEES

def choose_action(self, state):
= torch.unsqueeze(torch.FloatTensor(state), @) #

target net - arget net

def store_transition(self, state, action, reward, next_state):

& experience

# epsilon-greedy transition = np.hstack((state, [action, reward], next_state))

if np.random.uniform() < self.epsilon: #
action = np.random. randlnt(e 5elf.n_actions)

else: # olicy
actions_value = self.eval_net(x) # L
action = torch.max({actions_value, 1)[1].data. numpy()[@] #

index = sel‘F.memD-r‘y_counter‘ % self.memory_capacity
self.memory[index, :] = transition
return action self.memory_counter += 1 13
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o AR : CEEHF  BEHERAR  SBTEIIR

# FEir

dgn = DQN{n_states, n_actions, n_hidden, batch_size, 1lr, epsilon, gamma, target_replace_iter, memory_capacity)
# Collect experience # Z&FF
for i episode in range(n_episodes):
t =@ # timestep
rewards = @
state = env.reset()
while True:
env.render()
# Agent tokes action # ZE& action
action = dgn.choose_action(state) # choose an action based on DON
next_state, reward, done, info = env.step(action) # do the action, get the reward

# (EZ7F experience
dgn.store_transition(state, action, reward, next_state)

# EFiF reward
rewards += reward
# EE# experience EEFTHE

if dgn.memory_counter > memory capacity:
dgn.learn()

# #EA F— state
state = next_state

14
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o HEINRTHE

Episode finished after 11 timesteps, total rewards 11.8

Episode finished after @ timesteps, total rewards 9.8 \/Eiii I I I I I I |
Episode finished after & timesteps, total rewards 3.8 [ Z( 7|‘E 7 I:IE e
Episode finished after 18 timesteps, total rewards 18.
Episode finished after 18 timesteps, total rewards 18.
Episode finished after 18 timesteps, total rewards 18.

Episode finished after 18 timesteps, total rewards 18.
Episode finished after & timesteps, total rewards 2.8

Episode finished after 9 timesteps, total rewards 9.0 ° K%—-‘_episodegﬁ:ﬂ&%:k , 117.:

Episode finished after 12 timesteps, total rewards 12.
EALEBEBEANH -

Lo T o T v R

Episode finished after 11 timesteps, total rewards 11.
Episode finished after 18 timesteps, total rewards 18.
Episode finished after 18 timesteps, total rewards 18.
Episode finished after 11 timesteps, total rewards 11.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 18 timesteps, total rewards 18.
Episode finished after @ timesteps, total rewards 9.8
Episode finished after © timesteps, total rewards 9.8
Episode finished after 18 timesteps, total rewards 18.8

L T e ' e '

15
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« [EROpenAl gym#EHIIRIE :

- BFEr2RBEROD HiERN MNERLY - EERZEMNNER -
agentEm 4 e T e B g BEAE T4 -

16
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Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
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HFRUBERIE
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finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished

after
after
after
after
aftter
aftter
aftter
after
after
after
after
after
after
after
aftter
aftter
aftter
after
after
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EREIRTES

# Cheating part: modify
if CHEAT:
¥, v, theta, omega = next_state
rl =
r2 =
Ireward = Pi +r2

318 timesteps, total rewards 176.47888394526873
281 timesteps, total rewards 112.57292323476638
25 timesteps, total rewards 18.4742437356333788
35 timesteps, total rewards 16.58747989161164
482 timesteps, total rewards 198.8238345828323
628 timesteps, total rewards 355.42828145843276
1845 timesteps, total rewards 38@.44824548249875
774 timesteps, total rewards 254.32957692366915
563 timesteps, total rewards 251.21114123671276
269 timesteps, total rewards 31.71539433845574
181 timesteps, total rewards 21.828462849137584
239 timesteps, total rewards 95.1841632155812
52 timesteps, total rewards 25.52748851375813
78 timesteps, total rewards 41.26481874296716
128 timesteps, total rewards 73.5175688954537
239 timesteps, total rewards 95.71996255183255
169 timesteps, total rewards 27.158818888381196
123 timesteps, total rewards 18.685638061585527
41 timesteps, total rewards 18.35738638685925

:5Q'L$L

the reward to speed up training process # &3

LREZBA - NERGERRE - AR/ EE IR R R A i

o BARAZENAE - ARELUZES
8 - EEZHtimesteps ©

SR BN EZREE

17
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« RUHA « hif - ®BH
nd na

o HAlREIHNERE - Bre&aliiZEthrE/NeE LY
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. BBE09

Episede finished after 18 timesteps, total rewards 2.6259487218414836

Episede finished after 9 timesteps, total rewards 2.147@887@8572077 ° EI 5];_] > < _)O OOOl
Episede finished after 18 timesteps, total rewards 1.3384717192386754 E
Episede finished after 9 timesteps, total rewards 1.552873451328278
Episode finished after 16 timesteps, total rewards 6.6311953854608782 "
Episode finished after 14 timesteps, total rewards 5.2288455700084568
Episode finished after 18 timesteps, total rewards 3.1756375888786254 Ebi5ode finished after 18 timestebs, total rewards 2.213562828063987
Episode finished after 18 timesteps, total rewards 3.8551744209276546 Episode finished after 11 timesteps, total rewards 2.9875629411821424
Episode finished after 16 timesteps, total rewards 6.8450237338412564 Episode finished after 10 timesteps, total rewards 2.06946823770188
Episode finished after 10 timesteps, total rewards 2.8672335524401332 Episode finished after 9 timesteps, total rewards 2.5848233723375964
Episede finished after 12 timesteps, total rewards 3.885380832277818 Episode finished after O timesteps, total rewards 2.863785771991575
Episode finished after 11 timesteps, total rewards 2.918503973237467 Episode finished after @ timesteps, total rewards 1.420031188777804%
Episode finished after 10 timesteps, total rewards 4.580812112248601 Episode finished after 9 timesteps, total rewards 1.3218921858725756
Episode finished after 26 timesteps, total rewards 5.798626282646678 Episode finished after 18 timesteps, total rewards 2.390368333312675
Episode finished after 12 timesteps, total rewards 3.394735654@8748516 Episode finished after O timesteps, total rewards 2.225043397032072
Episode finished after 18 timesteps, total rewards 2.991836368822514 Episode finished after O timesteps, total rewards 2.464841089378724
Episode finished after 9 timesteps, total rewards 2.7328471196123276 Episode finished after 10 timesteps, total rewards 2.476343025661105
Episode finished after 8 timesteps, total rewards 1.264850470776846 Episode finished after 1@ timesteps, total rewards 2.8518191718156024
Episode finished after 11 timesteps, total rewards 2.7550828637791455 Episode finished after 1@ timesteps, total rewards 2.1776@17847577727
Episode finished after 18 timesteps, total rewards 2.9154891782826657
Episode finished after 11 timesteps, total rewards 2.752275973671329
PY E_)O 9 : . . Episode finished after @ timesteps, total rewards 2.51785828846B8433
Episode finished after 13 timesteps, total rewards 4.5263418835972296 Episode finished after 9 timesteps, total rewards 0.9472833923648783
Episode finished after 20 timesteps, total rewards 5.20442620415754 Episode finished after 9 timesteps, total rewards 1.1881364443851783
Episode finished after 34 timesteps, total rewards 12.834720753429728 Episode finished after 8 timesteps, total rewards 1.4846355676785642

Episode finished after 3% timesteps, total rewards 4.8885%6882043514

Episode finished after 46 timesteps, total rewards 13.754226538136%1

Episode finished after 48 timesteps, total rewards 16.59772943358283

Episode finished after 24 timesteps, total rewards 7.947298347480627

Episode finished after 67 timesteps, total rewards 23.53113972365@81

Episode finished after 13 timesteps, total rewards 3.3761423828764717 §

Episode finished after 28 timesteps, total rewards 7.319743888716445 ° Agent% ¥)-’|- %I:I E/J *}& j(LEZIK
Episode finished after 21 timesteps, total rewards 7.884532198984521

Episode finished after 78 timesteps, total rewards 16.55385337326189 E/\]O 1 , :{E ? j(ﬁB/ AN E/\J H:t FEﬂ %BE
Episode finished after 27 timesteps, total rewards 5.822776579130@58 . A jj T-r

Ep}sode f}n%shed after 21 t%mesteps, total rewards 6.78711575733586 %l 33

Episode finished after 11 timesteps, total rewards 1.5178323784233877 = E VD D

Episode finished after 27 timesteps, total rewards 5.2615117868281%4

Episode finished after 18 timesteps, total rewards 1.6498494912643624

Episode finished after 47 timesteps, total rewards 18.126641985955225 19
Episode finished after 15 timesteps, total rewards 3.828832503694@39
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DQN(9/9)

- £—0.0001

Episode finished after 2558 timesteps, total rewards 673.14@8683484597
Episode finished after 28 timesteps, total rewards 6.434723694633325
Episode finished after 11 timesteps, total rewards 3.8293895649318636
Episode finished after 26 timesteps, total rewards 1.6578338437456701
Episode finished after 23 timesteps, total rewards 1.46550884282658974
Episode finished after 37 timesteps, total rewards 9.373485134857913
Episode finished after 77 timesteps, total rewards 6.766916623995093
Episode finished after 8 timesteps, total rewards 1.1432287677681858
Episode finished after 36 timesteps, total rewards 5.61@156@86542891
Episode finished after 10 timesteps, total rewards 2.279845857628303
Episode finished after 58 timesteps, total rewards 3.3047881132012783
Episode finished after 18 timesteps, total rewards 2.63@834816048811
Episode finished after 146 timesteps, total rewards 3.6342847231428483
Episode finished after 32 timesteps, total rewards 12.81149282687337
Episode finished after 215 timesteps, total rewards 49.96555143174683
Episode finished after 318 timesteps, total rewards 99.71439761581515
Episode finished after 587 timesteps, total rewards 205.51948885498833
Episode finished after 2093 timesteps, total rewards 754.8736000182288
Episode finished after 1887 timesteps, total rewards 353.4537934889371
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Reference
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« OpenAl gym Cart-Polelzi% :
https://github.com/openai/gym/blob/master/gym/envs/classic_control/cartpole.py?fbclid
=IwARQO pDPRxQi4GjcSmQaXVENyUKQYihXYNFgfWOfi0fzE20Pow1lAUByYJDS3M

e Bucket&za

http://pages.cs.wisc.edu/~finton/gcontroller.html

« ZIEIE :
https://en.wikipedia.org/wiki/Markov_model
https://en.wikipedia.org/wiki/Hidden Markov_model
https://morvanzhou.github.io/tutorials/machine-learning/torch/4-05-DQN/
https://neuro.cs.ut.ee/demystifying-deep-reinforcement-learning/
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