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print(env.action_space)
print(env.ocbservation_space)
print(env.observation_space.high)
print(env.observation_space.low)
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import gym

if _name__ == '__main__
env = gym.make('CartPole-vB' j||
# £ 200 {F episode - &(F episode EFE
for i_episode in range(288):
# 2= environment

observation = env.resat()
# EHE ep1sode F reward
& ® - EF eplsode 8T 250 {F action

e

rewards = @
for t in range(258): # F7
env.render() # =15

B 3.2.1.1 agent 2 = » gym

Enu1ronment
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# 7 environment ZE6T action EEENE
action - environment iFDEF action 87 reward FE1ETF state

action = env.action_space.sample()
observation, reward, done, info = env.step(action) # =7

rewards += reward# EZf reward

B 3.2.1.2 Random Action key section ]

if done: # fFREEZFi507 done = True
print{'Episode finished after {} timesteps, total rewards {}'.format(t+l, rewards))

break
B 3.2.1.3 =i+ LB
env.close() # EF=F - FHFEEELE

B 3.2.1.4 %M F R

3. 2. 2 Hand-Made Policy
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#E2 policy
def choose_action{observation)
pos, v, ang, rot = observation #-

return 8 if ang < @ else 1 # E=




@ 3.2.2.1 Hand-Made Policy choose_action ]

action = choose action(observation) # 753F hand-made polic

C1
A
observation, reward, done, info = env.step(action) # Z/§+E -

T
rewards += reward

B 3.2.2.2 Hand-Made Policy key section ]

3.2.3 Q-table
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def choose_action(state, q_table, action_space, epsilon):

if np.random.random_sample() < epsilon: # & ¢ &
return action_space.sample()

else: # table & gr‘edd\ action

- pase= policy EEF action : {5

gmax(q_table[state])

-7 Q0 value &7 action

return np.

@B 3.2.3.1 Q-table choose_action ]
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def get_state(observation, n_buckets, state_bounds):
state = [8] * len(observation)
for i, s in enumer‘ate(obser‘vation}

if s <=1: # EXTE - 4F%6
state[i] =

elif s »= u: # EF -7 8525715
state[1] =

else: # EEA @ GHASE
state[i] = int(((s - 1)} / (u - 1)) * n_buckets[i]}

return tuple(state)

B 3.2.3.1 Q-table get_state Bl

# EiE O table

## Environment £Z£(F feature FV bucket FEEE

#Z/5— state r L EEF feature EFFEEF

n_buckets = (1, 1, 6, 3) # Observation space: [/ EHE - EBE  BEFEF - GLEF ]

Bl 3. 2. 3.2 Q-table buckets ]

# 2B actions (E&EF)
n_actions = env.action_space.n

# state &ZF
state_bounds = list{zip(env.observation_space.low, env.observation_space.high))

state bounds[1] = [-8.5, &.5]
state_bounds[3] = [-math.radians(5@), math.radians(5@)]

Bl 3. 2. 3.3 Q-table action, state ]

# Q table : &(F state-action pair F—{&
q_table = np.zeros(n_buckets + (n_actions,))

B 3. 2. 3.4 Q-table state-action pair ]

# Q-Learning

for i_episode in range(288):
epsilon = get_epsilon(i_episode)
lr = get_1r(i_episode)

observation = env.reset()|
rewards = @
state = get state(observation, n_buckets, state bounds) # BEEirEasores

for t in range(258):
env.render()

B 3.2.3.5 Q-table Q-learning &

B 3.2.3.6 A BRI FYEAY 57 2 e - & %}ﬁtf‘g\afr learning
rate € SE¥ PR - e Aagent it MR AL PIARRARAP G 0 G F Tl S



gef ep5110n-— lambda i: max(e_éi; min(1, 1.8 - math.logl®((i+1)/25))) # epsilon-greedy; &
get_lr = lambda i: max(@.@1, min(8.5, 1.8 - math.logl@((i+1)/25))) # Learning rate; &
gamma = 98.99 # reward discount factor

Bl 3.2.3.6 § % 40 M 58

# Agent takes action

action = choose action(state, g_table, env.action_space, epsilon)
observation, reward, done, info = env.step{action)

rewards += reward

next_state = get_state(observation, n_buckets, state_bounds)

#EEZF 0 table
q_next_max = np.amax(q_table[next_state]) # #£ A F—/F state #F 7 Ea= 4 reward
q_table[state + (action,)] += 1r * (reward + gamma * q_next_max - q_table[state + (action,)])
# ErsE F— state
state = next_state
if done:

print('Episode finished after {} timesteps, total rewards {}'.format(t+l, rewards))

break

B 3.2.3.7Q-table key section &l
3.2.4 DON
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NEFE > F - B2 2 £_% neural network 4 i@ 1T Q S > T Deep Q-Learning > 4
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KR ek e 2 B Y p & KB 452 o Playing Atari with Deep
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class Net(nn.Module):

def init  (self, n_states, n_actions, n_hidden):

super{Net, self). dnit ()

-F' ::"' -E 5 LE';J F __-:T-,t

P W —

self.fcl = nn. Llnear(n tates n hldden}

'E-HI

self.out = nn.Linear(n_hidden, n_actions)

def forward(self, x):
® = self.fcl(x)
% = F.relu(x)
actions value = self.out(x)
return actions value

@B 3.2.4.1 DON neural network B

(2)2% = Deep Q-Network :

DQN OO SRERG S KRR E2A B S

2

¥ (Target network) ~ — i 4_ip 3+ e g2 (Evaluation network ) >

wERWA 3 BV B4
B 3.2.4.2 ﬂ’a;\ﬁ% & 1 iF > target net ~ eval net feizif o
discount factor » % A kR e R 42K 105 F g § W -tzﬁfuﬁ fl:1%4

A AgiB 13k € AL -

class DQN(object):
__init_ (self, n_states, n_actions, n_hidden, batch_size, 1lr, epsilon, gamma, target_replace_iter, memory_capacity):
self.eval_net, self.target_net = Net(n_states, n_actions, n_hidden), Net(n_states, n_actions, n_hidden)

def

self.memory = np.zeros((memory capacity, n_states * 2 + 2))

# &0F memory 577 experience /& (state + next state + reward + action)
self.optimizer = torch.optim.Adam(self.eval_net.parameters(), lr=1r) #torchs7Z/LEE
self.loss_func = nn.MSELoss()
self.memory counter = 8 #
self.learn_step counter = @ #

¥ target network T

self.n_states = n_states

self.n_actions = niactionﬂ

self.n_hidden = n_hidden

self.batch_size = batch_size

self.1lr = 1r

self.epsilon = epsilon

self.gamma = gamma

self.target_replace_iter = target_replace_iter
self.memory_capacity = memory_capacity

® 3.2.4.2DQN [

Bl 3.2.4. 3 /25 15 & ik ¢ 1Ryt B BRI EE B & (T ehid ]
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def choose_action(self, state):
¥ = torch.unsqueeze({torch.FloatTensor(state), 8) #

H& A —F sample

# epsilon-greedy
if np.random.uniform() < self.epsilon: # &/ #: 55 FSrE
action = np.random.randint(@, self.n_actions)
else: # FEEEE policy HSi7rnSE
actions value = self.eval net(x) # L{FEZ eval net £4EF action FI5E

action = torch.max({actions_value, l}[l].data.numpy(}[@] # PEESZE4S7 action

return action

B 3.2.4.3 DQN choose_action [

Bl 3.2.4. 44L& DON 3 & 3R 5% -

def store transition(self, state, action, reward, next state):
# #74g experience
transition = np.hstack{{state, [action, reward], next state))

¢ AEEEEET

index = selF.memDPy_cuunter % self.memory capacity
self.memory[index, :] = transition
self.memory counter += 1

@B 3.2.4.4 DQN store_transition [
B 3.2.4.5 #2725 R.7& : Target network § #7% & ¥ 2B R 7 iz ff o

def lear‘n(sel‘F}
# E/## batch_size (F experience
sample index = np.random.choice(self.memory_capacity, self.batch_size)
b_memory = self.memory[sample_index, :]
b_state = torch.FloatTensor(b_memory[:, :self.n_states])
b_action = torch.LongTensor(b_memory[:, self.n_states:self.n_states+1].astype(int))
b_reward = torch.FloatTensor(b_memory[:, self.n_states+l:self.n_states+2])
b_next_state = torch.FleoatTensor(b_memory[:, -self.n_states:])

= eval net 77 target net #£4 Q value -
self.eval_net(b_state).gather(l, b_action) # =

g_eval =
gq_next = self.target_net(b_next_state).detach() # detach 7 FZ%
= b_reward + self.gamma * g_ ext max(1)[8].view(self.batch s.1ze, 1)
2 S experience F T target net 5 F7 Q@ value
loss = self.loss_func(g_eval, g_target)

expemence =F e'!aL net |

# Backpropagation # F
self.optimizer.zero_grad()
loss.backward()
self.optimizer.step()

ZF eval_net

5 (target_replace_iter), ZFEF target net : 5

sel-F learn_step counter += 1

if self.learn_step_counter % self.target_replace_iter == @:
self.target_net.load_state_dict(self.eval_net.state_dict())

B 3.2.4.5DON learn B

t Z target net

(3)3 31 :



Bl 3.2.4.6 2 AR 0& I PUEAE AERE T L 3RSk 0 i 4 A
D0 F PR Q-learning 075 5% i 7 off-policy en{ A7 £ w &4 #7> - B w
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# ZIT DON
dgn = DQM(n_states, n_actions, n_hidden, batch_size, lr, epsilon, gamma, target_replace_iter, memory_capacity)
# Collect experience # ZZ
for i_episode in r‘ange(n_eplsodes}:
t = @ # timestep
rewards = @
state = env.reset()
while True:
env.render()
# Agent takes action # :ZEFEF action
action = dgn.choose_action(state) # choose an action based on DON
next_state, reward, done, info = env.step{action) # do the action, get the reward

# £7= experience

dgn.store_transition(state, action, reward, next_state)
# EZ reward

rewards += reward

# EE# experience i£ig

if dgn.memory_counter > memm").r capacity:
dgn.learn()

# EA F— state
state = next_state

B 3.2.4.6 DQN = dgn B

4 FIRE
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41 FEHRPIELH
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Discrete(2)
Box(4,)

B 4.1 1 gip 1R

d B 4.1.27 5 BREPIEBE-EL B LBE o

[4.8000082e+808 3.4828235e+38 4.183879832-81 3.4828235e+38]
[-4,2080082e+80 -3.48282352+38 -4,1887983e2-81 -3.4828235e+38]

B 4.1.2 Bipl 2 B



4.2 P’L 25

4. 2.1 Random Action

:
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: 45 i&ﬁfv K421 7

Eplsode finlshed after 13 timesteps, total rewards 13.
Episode finished after 25 timesteps, total rewards 25.
Episode finished after 35 timesteps, total rewards 35.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 186 timesteps, total rewards 18.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 24 timesteps, total rewards 24.
Episode finished after 1% timesteps, total rewards 19.
Episode finished after 34 timesteps, total rewards 34.
Episode finished after 15 timesteps, total rewards 15.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 21 timesteps, total rewards 21.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 11 timesteps, total rewards 11.
Episode finished after 27 timesteps, total rewards 27.

® 4.2.1 Random action % % B
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4. 2. 2 Hand-Made Policy
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Episode finished after 41 timesteps, total rewards 41.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 3% timesteps, total rewards 39.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 53 timesteps, total rewards 53.
Episode finished after 3% timesteps, total rewards 39.
Episode finished after 26 timesteps, total rewards 2&.
Episode finished after 47 timesteps, total rewards 47.
Episode finished after 34 timesteps, total rewards 34.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 68 timesteps, total rewards 64@.
Episode finished after 36 timesteps, total rewards 36.
Episode finished after 58 timesteps, total rewards 58.
Episode finished after 51 timesteps, total rewards 51.
Episode finished after 44 timesteps, total rewards 44.
Episode finished after 48 timesteps, total rewards 48.
Episode finished after 36 timesteps, total rewards 36.

Bl 4. 2. 2 Hand-Made Policy .5 % ]

acs B ax B I o xR o R xR o o R w N w  an Jx R R s

4.2.3 Q-table
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if (x ¢ -8.8) box = @;

else if (x < ©.8) box = 1;
else box = 2;
if (x_dot < -8.5) ;

else if (x _dot < 8.5) box += 3;
else box += 6;
if (theta < -six_degrees) ;

else if (theta < -one_degree) box += 9;
else if (theta < @) box += 18;
else if (theta < one_degree) box += 27;
else if (theta < six_degrees) box += 36;
else box += 45;
if (theta _dot < -fifty degrees) ;

else if (theta dot < fifty degrees) box += 54;
else box += 188;

return(box);

B 4.2.3.1bucket Z +®[6]

FPRE2EE CPERECPBLERNBEFEATASEA2I TR
v R 4.2.3.2 7 N E BRI -

Episode finished after 11 timesteps, total rewards 11.
Episode finished after 14 timesteps, total rewards 14.
Episode finished after 24 timesteps, total rewards 24.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 14 timesteps, total rewards 14.
Episode finished after 18 timesteps, total rewards 18&.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 12 timesteps, total rewards 18.
Episode finished after 12 timesteps, total rewards 12.
Episode finished after 18 timesteps, total rewards 18.
Episode finished after 18 timesteps, total rewards 18.
Episode finished after 24 timesteps, total rewards 24.
Episode finished after 34 timesteps, total rewards 34.
Episode finished after 13 timesteps, total rewards 13.
Episode finished after 28 timesteps, total rewards 28.
Episode finished after 27 timesteps, total rewards 27.
Episode finished after 11 timesteps, total rewards 11.

B 4.2.3.2bucket T &% 1
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MHE-ERE R D RARERT LR P FiEf (bucket)yk B S 1 A RS 4
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R ] < rﬂ @"’J» ,T}'q-\‘a_&!éfll' E’,} m’]@;—r? °

Episode finished after 113 timesteps, total rewards 113.8
Episode finished after 26 timesteps, total rewards 26.8
Episode finished after 2868 timesteps, total rewards 288.
Episode finished after 288 timesteps, total rewards 288.
Episode finished after 288 timesteps, total rewards 288.
Episode finished after 288 timesteps, total rewards 288.
Episode finished after 288 timesteps, total rewards 288.
Episode finished after 26@ timesteps, total rewards 288.
Episode finished after 26@ timesteps, total rewards 288.
Episode finished after 2868 timesteps, total rewards 288.
Episode finished after 288 timesteps, total rewards 288.
Episode finished after 288 timesteps, total rewards 288.
Episode finished after 288 timesteps, total rewards 288.
Episode finished after 288 timesteps, total rewards 288.
Episode finished after 26@ timesteps, total rewards 288.
Episode finished after 26@ timesteps, total rewards 288.
Episode finished after 26@ timesteps, total rewards 288.
Episode finished after 2868 timesteps, total rewards 288.

B 4.2.3.3bucket T &% 2 B
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#orud lambda iz B S BF RE Y F A2 g ER 0 B 4.2.3.5 “FI der
B ERT

- 5 F g :
get epsllon = lambda i: ax(@ 81, min{1l, 1.8 - math.logl@((i+1)/25))) # epsilon-greedy; &
get_lr = lambda i: max(@.9, min(8.5, 1.8 - math.logle((i+1)/25)}) # Learning rate; &%
gamma = @.99 # reward discount factor

B 4.2.3.4 lambda & #cp 3 £ B




Episode finished
Episode finished
Episode finished
Episode finished
Episode finished

aftter
atter
atter
after
after

& timesteps, total rewards 9.8

11 timesteps, total rewards 11.

8 timesteps, total rewards 8.8
9 fimesteps, total rewards 9.8
8 timesteps, total rewards 9.8

Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished

aftter
after
after

atter 18 timesteps, total rewards
atter 18 timesteps, total rewards
after 34 timesteps, total rewards
after 16 timesteps, total rewards
after 11 timesteps, total rewards
8 timesteps, total rewards 9.8
9 fimesteps, total rewards 9.8
8 timesteps, total rewards 9.8
atter 16 timesteps, total rewards
atter 13 timesteps, total rewards
after 11 timesteps, total rewards
after 18 timesteps, total rewards
after 44 timesteps, total rewards
after 28 timesteps, total rewards

B 4.2.3.5 lambda 3 ficph 33 5% 5% B
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1a.
18.
34.
16.
11.

16.
13.
11.
18.
44,
28.
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Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished

after
after
after
after
after
after
after
after
after
after
after
after
after
after
after
after
after
after
after

11 timesteps, total rewards 11.
& timesteps, total rewards 9.8
8 timesteps, total rewards 8.8
18 timesteps, total rewards 18.
18 timesteps, total rewards 14.
18 timesteps, total rewards 14.
18 timesteps, total rewards 148.
8 timesteps, total rewards 9.8
8 timesteps, total rewards 9.8
12 timesteps, total rewards 12.
11 timesteps, total rewards 11.
18 timesteps, total rewards 18.
18 timesteps, total rewards 18.
11 timesteps, total rewards 11.
12 timesteps, total rewards 12.
18 timesteps, total rewards 18.
& timesteps, total rewards 9.8
8 timesteps, total rewards 9.8
18 timesteps, total rewards 18.
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if not done:
reward = 1.8
elif self.steps_beyond_done is None:
# Pole just fell!
self.steps_beyond_done = @
reward = 1.8
else:
if self.steps_beyond_done == @:
logger.warn("You are calling 'step{)’ even though this environment has already returned done = True. You should always call
self.steps_beyond_done += 1

reward = 8.8

B 4.2.4.2 OpenAl gym_reward ]

30 2 8 3§15' 04 B fFmTEE 1A  EAFLFAOEE @)
¥ agent ¥ FE4F N RE e LA ES T

Flpbp ez ﬁﬁﬁ%\ﬁﬂ o RBERREL TR RELS 13 iR
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if CHEAT:

%, v, theta, omega = next_state

rl = (env.x_threshold - abs(x)) / env.x_threshold - @.8 # reward 1: . ¥ i3
r2 = (env.theta_threshold_radians - abs(theta)) / env.theta_threshold radlans - B.5 # reward 2: HEFEEEE
reward = rl + r2

M 4.2.4.3 B84 ™ i W

d R 42447 g ﬁ%ﬁwﬁw PSP o oepisode 3 3] 400 =& 5 ©
FAEEE T o d N3 A ko 2R u&’f%ﬁ;’%/ﬁ%fﬁwbﬁ’ BN
timesteps » » ir&:{#&—”r BiEF FlehmpE oo 8 Cart-pole #= ¥ U g A RS
oI gEv et b s e

Episode finished after 318 timesteps, total rewards 175.47886394%26873
Episode finished after 281 timesteps, total rewards 112.57292323476638
Episode finished after 25 timesteps, total rewards 18.474243736333788
Episode finished after 35 timesteps, total rewards 16.587479689161164
Episode finished after 482 timesteps, total rewards 198.8238345828323
Episode finished after 528 timesteps, total rewards 355.42828145843276
Episode finished after 1845 timesteps, total rewards 288.44824640240875
Episode finished after 774 timesteps, total rewards 254.32957692366915
Episode finished after 5%3 timesteps, total rewards 251.21114123671276
Episode finished after 292 timesteps, total rewards 81.71539433845574
Episode finished after 181 tTimesteps, total rewards 21.8284628459137%@4
Episode finished after 239 timesteps, total rewards 95.184163215%812
Episode finished after 52 timesteps, total rewards 25.52748891375813
Episode finished after 7% timesteps, total rewards 41.2648187429%716
Episcde finished after 128 timesteps, total rewards 73.5176688954537
Episode finished after 239 timesteps, total rewards 95.71896255183255
Episode finished after 169 timesteps, total rewards 27.158818886381196
Episode finished after 123 timesteps, total rewards 18.685638851585527
Episode finished after 41 timesteps, total rewards 18.357386386B85925
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Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode

B 4.2.4.4 pERm fe 2 2 5% B
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finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after
finished after

18 timesteps, total rewards 2.6250487218414836
& timesteps, total rewards 2.147837@8572877

18 timesteps, total rewards 1.3384717192386754
8 timesteps, total rewards 1.552873451328273

16 timesteps, total rewards 6.631195385468762
14 timesteps, total rewards 5.228345578604568
18 timesteps, total rewards 3.1756375288786254
18 timesteps, total rewards 3.8551744289278546
16 timesteps, total rewards 6.845823733841264
18 timesteps, total rewards 2.8672335524451332
12 timesteps, total rewards 3.885388832277813
11 timesteps, total rewards 2.918583973237487
1% timesteps, total rewards 4.588312112248661
26 timesteps, total rewards 5.798626282645678
12 timesteps, total rewards 3.38947356548748516
18 timesteps, total rewards 2.951836358622514

& timesteps, total rewards 2.7328471156123276
8 timesteps, total rewards 1.264852478776846
11 timesteps, total rewards 2.7559828537791455

 4.2.4.5 DQN & ¥ % 0.9 & % F]
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pole # % +

Episcde
Episode
Episode
Episode
Episode
Episode
Episode
Episcde
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episcde
Episode
Episode
Episode

finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished

after 18
after 11
after 18

i

d
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4,
n
P
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TC
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time5teb5, total rewards 2.213562328968987
timesteps, total rewards 2.9875629411821424
timesteps, total rewards 2.9684583377518%9

after © timesteps, total rewards 2.5848233723375964
atter 9 timesteps, total rewards 2.863785771991575

atter 9 timesteps, total rewards 1.428831188777684%
atter 9@ timesteps, total rewards 1.3218921858725756

after 18

timesteps, total rewards 2.3098358333312675

after 9 timesteps, total rewards 2.225843387832%72
after & timesteps, total rewards 2.454841885378724

after 18
after 18
after 18
after 18
after 11

timesteps, total rewards 2.4763438256561185
timesteps, total rewards 2.8518191718156924
timesteps, total rewards 2.1776817847577727
timesteps, total rewards 2.9154891782826657
timesteps, total rewards 2.75227597367132%

after @ timesteps, total rewards 2.51785%288458433

after © timesteps, total rewards 8.9472833923648733
after & timesteps, total rewards 1.1881364448851733
after 8 timesteps, total rewards 1.48463556767085642
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Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished
Episode finished

%+ &3 = 0.0001 > ¥ 123 _Cart-pole & % 3 R

after 13
after 28
atter 34
aftter 39
after 46
after 48
after 24
after &7
after 13
after 28
atter 21
aftter 78
after 27
after 21
after 11
after 27
after 18
after 47
atter 15

timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,
timesteps,

total
total
total
total
total
total
total
total
total
total
total
total
total
total
total
total
total
total
total

rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards
rewards

M 4.2.4.7 DQNg % 0.9 & % Fl

§ A3 FmA  BRR4.2.4.8 g NEFMBERRL €

d 3N ETAT K0 ARG PR - SRS R ek

4.5263418835072206
C.28442626415754
12.834726753429728
4.888506832843514
13.75422653813621
16.59772943358283
7.047208347436627
23.5311397236568081
3.3761423628764717
7.319743868716445
7.884532198964521
16.5538533732619%
5.8227765791884858
6.78711575733586
1.5178323734233877
C.2815117668268104
1.6498494012543624
18.126641985855225
3.8288325036%94620



Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode
Episode

finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished
finished

after
atter
aftter
after
after
after
after
after
after
atter
aftter
after
after
after
after
after
after
atter
aftter

2558 timesteps, total rewards 673.1488683484697
28 timesteps, total rewards 6.434723654833325
11 timesteps, total rewards 3.8293895549318636
26 timesteps, total rewards 1.6578338437458791
23 timesteps, total rewards 1.46558842826585974
37 timesteps, total rewards 9.373485134697913
77 timesteps, total rewards 6.7660165623095853

8 timesteps, total rewards 1.143228756776081858
36 timesteps, total rewards 5.618156856542591
18 timesteps, total rewards 2.279345857628883
58 timesteps, total rewards 3.3947881132912763
18 timesteps, total rewards 2.63834816848811
146 timesteps, total rewards 3.6342847231428483
32 timesteps, total rewards 12.811492826873317
215 timesteps, total rewards 49.96555143174683
318 timesteps, total rewards 99.71439761551515
587 timesteps, total rewards 285.56194B8854956833
2893 timesteps, total rewards 754.87358080132288
1887 timesteps, total rewards 353.453793488%371
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[1] https://gym.openai.com/

[2] https://en.wikipedia.org/wiki/Markov_model

[3] https://en.wikipedia.org/wiki/Hidden_Markov_model

[4] https://neuro.cs.ut.ee/demystifying-deep-reinforcement-learning/

[5] https://morvanzhou.github.io/tutorials/machine-learning/torch/4-05-DQN/
[6] http://pages.cs.wisc.edu/~finton/gcontroller.html
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